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Summary 

In this deliverable we report on the research work developed in the context of Work Package 2, “Image-
Based Rendering” (IBR). We present two main research results developed in the first 18 months of the 
project, namely a relighting algorithm based on multi-view intrinsic images, and a new IBR algorithm based 
on precomputed Bayesian inference. In this deliverable, we will also briefly discuss initial ideas on 
improvements to the original IBR algorithm that span both WP2 and WP4.  
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Abbreviations and Acronyms 

 IBR: Image-Based Rendering 
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Introduction 

In this deliverable, we will present two research results on Image-Based Rendering and Relighting; the rest 
of the deliverable contains the full text of the two papers. At the end of this introduction, we will also 
briefly discuss initial ideas on improvements to the original IBR algorithm that span both WP2 and WP4. 

The first paper “Multi-View Intrinsic Images of Outdoors Scenes with an Application to Relighting” has just 
been accepted to the ACM Transactions on Graphics, which is the most prestigious journal in our field. The 
paper will be presented at the SIGGRAPH conference in 2016 (the deadline for acceptance presentation in 
2015 was in January). This work contains two main sections, a multi-view intrinsic images method, which 
was co-financed by the (past) EU project VERVE, and the relighting method which was developed 
exclusively in the context of CR-PLAY. Many of the aspects of the final algorithm for intrinsic images were 
developed in CR-PLAY however, even though initial work was done before. Compared to previous work, 
the intrinsic image method presented here has several important innovations. First, it avoids the need for 
complex manual intervention, i.e., capturing and manually treating a photo of a chrome ball and photos of 
a grey card, and most importantly the need to manually select parameter values to get a good quality 
result. Second, the algorithm itself is based on the idea of using an accurate binary shadow classifier, which 
in turn enables accurate iterative estimation of the lighting quantities involved, to allow the generation of 
high-quality reflectance and lighting layers from the input images. These can then be used to relight the 
input images used for IBR, allowing the first IBR algorithm that allows the user to change the lighting 
captured in the input photos.  

The second paper “A Bayesian Approach for Selective Image-Based Rendering” is currently being prepared 
for submission (expected submission end of May 2015). We report results at the current instant in time, 
but improved results will be presented later. The central idea of this new method is that different options 
in IBR algorithms are available and it is hard to choose which approach to use depending on the type of 
captured content (facades, balconies, walls, vegetation, shiny cars etc...) being displayed. The IBR 
algorithm of Chaurasia et al [2013] which has served as the basis for the development of the CR-PLAY 
project is globally accurate and compensates well for the potential lack of 3D information in the 
reconstruction. However, it is based on a relatively expensive numerical warp operation, which may not 
always be necessary. For example, for planar regions facing the input camera, a simple fronto-parallel 
polygon projection is sufficient. For planar regions not facing the camera, if a plane can be estimated 
reliably a planar projection also gives good results. However, for boundaries between vegetation and 
buildings and for shiny objects such as cars, where planar estimation fails the warp performs better. We 
pose this problem in a Bayesian framework and perform MAP inference in a precomputation step to 
determine which algorithm to use in each image region using a superpixel-based oversegmentation. We 
use photometric, geometric and algorithmic assumptions in our inference, and demonstrate that our 
algorithm overall does a good job of choosing the correct rendering approach in different image regions. 
Initial results show up to 3 times speedup with equivalent or even better image quality in some regions. A 
hardware accelerated version is expected to give significantly higher speed improvements. 

In addition to the two main research results presented in the rest of this deliverable, we have been 
developing improvements to the current IBR algorithm, based on feedback from user reported in WP5. 
Two important issues have been raised by end users. First, the memory consumption of the approach is 
problematic, especially in the prospect of using mobile platforms. Second, the quality of IBR could be 
improved depending on the novel viewpoint position and orientation (“glitches”). We have been 
developing novel solutions for both of these issues. For the first, INRIA and TL have worked together to 
develop a new algorithm which approximates the original approach, reducing memory by over 50%. The 
memory consumption of the algorithm was analyzed in detail and it was determined that the superpixel 
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neighbor ID’s used a large part of the storage; these neighbors are used to avoid “cracks” appearing at 
superpixel boundaries. The solution developed removes the need to store these neighbors, replacing this 
with a runtime lookup step, which is an approximation of the original approach since the warp can change 
ordering of neighbors. We plan to run tests to determine the error introduced by the approximation (which 
we expect to be low) and implement the new approach in the next period. To improve quality, we are 
investigating ways to improve camera selection, using camera frusta intersection and a principled 
approach to minimize the error incurred by the choice of specific input cameras. We plan to submit this 
work as an applied research paper in the autumn of 2015.  

It is worth noting that the work described in the previous paragraph is an exemplary case of the spirit of 
CR-PLAY: user requirements determine the aspects of the algorithm that need improvement, and the 
scientific research partners co-develop a novel technological solution in close collaboration with the 
industrial partner. This will result in an (applied) research publication and an improved solution for the 
users of the project, with mutual benefit for all. 
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Figure 9: Novel views far from the input cameras are shown in the insets: SWARP (left) - Selective (center) - Top view (right).
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Appendix A: Filtering Reconstructed Points

By construction, superpixel boundaries correspond to fea-
ture points that can be at depth discontinuities. Recon-
structed 3D points close to the boundaries can often be unre-
liable as a result. We thus filter out points that are too close
to the boundaries of superpixel, favoring those close the 3D
centroid of geometry corresponding to a given superpixel. To
do this we create a sphere centered at the weighted geometric
median. The confidence from the MVS reconstruction for a
given point is used as weight. The radius of the sphere is the
distance between the center and the furthest reconstructed
point. Any points outside this sphere are rejected.


